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Abstract
Given a large data graph, trimming techniques can reduce the search space by 
removing vertices without outgoing edges. One application is to speed up the paral-
lel decomposition of graphs into strongly connected components (SCC decompo-
sition), which is a fundamental step for analyzing graphs. We observe that graph 
trimming is essentially a kind of arc-consistency problem, and AC-3, AC-4, and 
AC-6 are the most relevant arc-consistency algorithms for application to graph trim-
ming. The existing parallel graph trimming methods require worst-case O(nm) time 
and worst-case O(n) space for graphs with n vertices and m edges. We call these 
parallel AC-3-based as they are much like the AC-3 algorithm. In this work, we 
propose AC-4-based and AC-6-based trimming methods. That is, AC-4-based trim-
ming has an improved worst-case time of O(n + m) but requires worst-case space of 
O(n + m) ; compared with AC-4-based trimming, AC-6-based has the same worst-
case time of O(n + m) but an improved worst-case space of O(n) . We parallelize 
the AC-4-based and AC-6-based algorithms to be suitable for shared-memory multi-
core machines. The algorithms are designed to minimize synchronization overhead. 
For these algorithms, we also prove the correctness and analyze time complexities 
with the work-depth model. In experiments, we compare these three parallel trim-
ming algorithms over a variety of real and synthetic graphs on a multi-core machine, 
where each core corresponds to a worker. Specifically, for the maximum number of 
traversed edges per worker by using 16 workers, AC-3-based traverses up to 58.3 
and 36.5 times more edges than AC-6-based trimming and AC-4-based trimming, 
respectively. That is, AC-6-based trimming traverses much fewer edges than other 
methods, which is meaningful especially for implicit graphs. In particular, for the 
practical running time, AC-6-based trimming achieves high speedups over graphs 
with a large portion of trimmable vertices.
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1 Introduction

In numerous applications, like social networks [56], pattern matching [12], commu-
nication networks [33], knowledge graphs [60], and model verification [27], data are 
organized into directed graphs with vertices for objects and edges for their relation-
ships. The large size of such graphs motivates graph trimming, i.e., removing verti-
ces without outgoing edges to speed up subsequent processing, such as cycle detec-
tion [38], k-core decomposition [4], and in particular graph decomposition [29]. For 
instance, for the communication network wiki-talk  [33] with 2.4 million vertices, 
surprisingly 94.5% of the vertices can be trimmed, which greatly reduces the graph 
size for subsequent processing.

One issue is that trimming such unqualified vertices may cause other vertices to 
become useless. Naively repeating the trimming process may lead to a quadratic 
worst-case time complexity. Thus, linear time bounded graph trimming methods are 
desired. Additionally, the availability of multi-core processors motivates efficient 
parallelization of such graph trimming methods. Here, a worker is a working process 
corresponding to a physical core for a multi-core processor.

To the best of our knowledge, there exists little work on parallel trimming over 
large data graphs, except for [11, 29, 31, 41, 53]. In these studies, the graph trim-
ming is adopted to quickly remove the vertices without out-going edges so that can 
speed up the strongly connected component (SCC) decomposition. In [41], McLen-
don et al. first apply a linear time graph trimming method to remove size-1 SCCs; 
however, a parallel version is not provided. In  [29], Hong et  al.  propose a quad-
ratic time graph trimming technique by “peeling” size-1 and size-2 SCCs, i.e., SCCs 
with only 1 or 2 vertices. The “peeling” step is straightforward: (1) all vertices are 
checked in parallel and the trimmable ones are removed, which may cause other 
vertices to become trimmable; (2)  this process is repeated until no vertex can be 
removed from the graph. The advantage of this graph trimming technique is that 
it can be highly parallelized without difficulties. However, it has a quadratic worst-
case time complexity of O(nm∕P + �) , where n is the number of vertices, m is the 
number of edges, P is the number of workers, and � is the depth of the algorithm 
(explained in the next section). This parallel trimming technique is widely used in 
later SCC decomposition methods [11, 31, 53].

In this work, we apply the well-known arc-consistency (AC) algorithms to graph 
trimming. Based on that, we not only classify existing graph trimming algorithms 
but also propose a new graph trimming algorithm that improves the time and space 
complexities by an order of magnitude. Before discussing these contributions, 
we first show an application of graph trimming, the SCC decomposition in large 
graphs [11, 29, 31, 41, 53].

1.1  An application of graph trimming

Detecting the strongly connected components in directed graphs, the so-called SCC 
decomposition, is one of the fundamental analysis steps in many applications such 
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as social networks  [33], communication networks  [55], knowledge networks  [2], 
and model checking graphs [27]. Given a directed graph G = (V ,E) , a strongly con-
nected component of G is a maximal set of vertices C ⊆ V  such that every two verti-
ces u and v in C are reachable from each other. The early SCC algorithms are based 
on depth-first search (DFS) [15, 57]. However, lexicographical-first DFS is P-com-
plete and even the random DFS is hard to parallelize [1, 48]. The breadth-first search 
(BFS)-based forward–backward (FW-BW) algorithm has been proposed. Unlike 
DFS, BFS can be parallelized without difficulty. Starting from a selected pivot ver-
tex, FW-BW performs a forward BFS to identify the vertex set FW that the pivot can 
reach, followed by a backward BFS to identify the set BW that can reach the pivot. 
The intersection between FW and BW is an SCC that contains the pivot [21]. In the 
worst case, each vertex can be selected as a pivot to travel the whole graph in O(m) , 
which yields a quadratic time complexity of O(mn) [21]. In [14, 22], the worst-case 
time complexity is improved to O(m log n) by using a divide-and-conquer approach.

Interestingly, real-world graphs demonstrate SCC features that follow the power-
law property [29], that is, several large SCCs take the majority of vertices and the 
rest of them are trivial SCCs. More importantly, most of the trivial SCCs are size-1 
SCCs. The key observation is that a size-1 SCC is easy to identify: It has zero 
incoming edges or zero outgoing edges. Therefore, graph trimming can be used to 
remove such size-1 SCCs in parallel with less computational effort than FW-BW 
and thus in practice can speed up FW-BW. Analogously to size-1 SCCs, size-2 [29] 
and size-3 [31] SCCs also can be trimmed but with more computational effort.

Figure 1 illustrates the FW-BW algorithm with graph trimming. Figure 1a shows 
that there are altogether two large SCCs, SCC1 and SCC2 (whose sizes are greatly 
larger than 3) and the other trivial SCCs. From Fig. 1a, it is easy to see that vertices 
v1 to v7 are size-1 SCCs, vertices v8 and v9 compose one size-2 SCC, and vertices v10 
to v12 compose one size-3 SCC. In Fig. 1b, we first try to trim all size-1 SCCs: (1) in 
the first repetition, vertices v5 and v2 are removed since they have no outgoing edge, 
which causes vertex v4 to have no outgoing edges; (2) in the second repetition, ver-
tex v4 is removed, which causes vertex v3 to have no outgoing edges; (3) in the third 
repetition, vertex v3 is removed, which causes vertex v1 to have no outgoing edges; 
(4) in the final repetition, vertex v1 is removed. Similarly, in Fig. 1c, size-2 and size-3 
SCCs can also be removed. Note that vertices v6 and v7 , located between two large 
SCCs, are size-1 SCCs, but they cannot be directly trimmed. After the first round of 
graph trimming, the FW-BW algorithm can identify two large SCCs, SCC1 and SCC2 , 

(a) (c)(b)

Fig. 1  a The graph that be use graph trimming to remove size-1, size-2 and size-3 SCCs; b is the graph 
that after trimming the size-1 SCCs; c the graph after trimming both size-1 and size-2 SCCs
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which also can be deleted from the graph. After removing the two large SCCs, the 
second round of trimming can remove vertices v6 and v7 with two iterations.

The naive trimming method as used in FW-BW [22] has a quadratic time com-
plexity of O(mn) in the worst case. The drawback of such trimming is that it sacri-
fices the better worst-case time complexity of FW-BW, O(m log n) [22]. From our 
experiments, we noticed that the running time of such trimming will dramatically 
increase with the number of peeling steps � because of the increasing number of 
repetitions. This is why FW-BW with trimming as in [29] is only efficient for small-
word graphs. The small-world property states that the diameters (greatest shortest 
path distance between any pair of vertices) of graphs are very small even for very 
large graph instances [59], which always implies a small number of peeling steps. 
The focus of this paper is to improve traditional graph trimming so that algorithms 
based on FW-BW with trimming [11, 29, 31, 41, 53] can be more efficient, espe-
cially for non-small-world graphs.

For instance, in  [31], the parallel SCC decomposition algorithm ISPAN is pro-
posed. It combines the power of graph trimming and FW-BW, both of which can be 
efficiently parallelized. In particular, graph trimming is used at two places; before 
large SCC detection, trimming is used to remove the size-1 SCCs; after the large 
SCC is detected, trimming is again used to remove size-1, size-2, and size-3 SCCs. 
The evaluation uses 56 workers over 16 graphs and shows that ISPAN achieves a 
significant speedup of 171–6591 times over the sequential DFS-based Tarjan’s algo-
rithm [15] and of 85–1475 times over the parallel DFS-based UFSCC algorithm [8].

1.2  The new method

Essentially, graph trimming is a kind of constrain satisfaction problem (CSP), that 
is, a set of vertices must satisfy a number of constraints or limitations, e.g.,  each 
vertex needs at least one outgoing edge or it will be removed as a size-1 SCC. Many 
filtering algorithms [19] have been proposed to remove values that obviously do not 
belong to the solution of a CSP and thus reduce the search space. The closest related 
filtering algorithms to graph trimming are Arc-Consistency (AC) algorithms for 
binary CSPs, in particular, AC-3 [40], AC-4 [45], and AC-6 [23].

Table 1 summarizes the time and space complexities of these three algorithms. 
AC-6 has the best worst-case time and space complexities. AC-4 and AC-6 have 
the same time complexity. However, in reality, AC-3 and AC-6 perform sometimes 

Table 1  The worst-case time and space complexities of three arc-consistency algorithms, where e is the 
number of arcs, k is the number of variables, d is the size of the largest variable’s domain

Algorithm Time ( O) Space ( O)

AC-3 ed3 e + kd

AC-4 ed2 ed2

AC-6 ed2 ed
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better than AC-4 due to AC-4 always running close to its worst-case time. The 
details are explained in the next section.

The key observation is that the graph trimming technique in  [41] is like AC-4 
(AC-4-based). Also, the other widely used graph trimming technique in [11, 29, 31, 
53] is like AC-3 (AC-3-based). Stimulated by AC-6, we design a novel graph trim-
ming algorithm (AC-6-based). Compared to AC-3-based and AC-4-based trimming, 
our new AC-6-based trimming is more complicated and not easy to parallelize. To 
the best of our knowledge, there exists little work on parallel AC algorithms  [13, 
32]. In this work, we design efficient sequential and parallel versions of AC-6-based 
trimming for a multi-threaded shared memory architecture.

Table 2 summarizes the complexities of different parallel graph trimming algo-
rithms in the work-depth model, where the work is the number of operations used by 
the algorithm and the depth is the length of the longest sequential dependence in the 
computation. We can see that all three trimming algorithms have the different paral-
lel depth, and AC-3-based trimming has a smallest depth. AC-3-based trimming has 
larger worst-case work and time complexities than the other two algorithms. The 
AC-6-based and AC-4-based algorithms have the same worst-case work and time 
complexities. We show that AC-6-based trimming traverses fewer edges and uses 
less space. For example, over all tested graphs in our first experiments, AC-6-based 
trimming reduces the number of traversed edges 3.3–192.5 times compared with 
AC-4-based trimming and 1.5–44 times compared with AC-3-based trimming.

To parallelize the AC-4-based and AC-6-based algorithms, the conventional way 
is with mutual exclusion by using Lock and Unlock operations that guarantee 
exclusive access to data structures shared by multiple workers. In this work, how-
ever, we use atomic primitives to minimize the synchronization overhead.

1.3  On‑the‑fly property

The on-the-fly property [8] means an algorithm can run on an implicit graph defined 
as G = (v0, ����) , where v0 is the initial vertex and ����(v) is a function that returns 
all of the successors of vertex v. One drawback of the FW-BW method is that the 
backward search requires reverse edges, which means all edges have to be loaded 
into memory; storing the graph as an adjacent list with only outgoing edges is not 

Table 2  The worst-case work, depth, and space complexities of parallel graph trimming algorithms, 
where n is the number of vertices, m is the number of edges, P is the number of total workers, � is 
the number of peeling steps, Degout is the maximal out-degree for all vertices, Deg

in
 is the maximal in-

degree for all vertices, |Qp| is the upper-bound size of waiting sets among P workers such that sometimes 
|Q

p
| ≥ �

Trimming On-The-Fly Worst-case ( O)

Work Depth Space

AC-3-based ✓ �(n + m) �Degout n
AC-4-based ✗ n + m |Qp|DeginDegout n + m

AC-6-based ✓ n + m |Qp|Degin
2 n
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sufficient. The on-the-fly property is necessary when handling large graphs that 
occur in, e.g., verification [42], as it may allow the algorithm to terminate early after 
processing only a fraction of the graph without needing memory space for load-
ing the whole graph. It also benefits algorithms that rely on implicit graphs [47], in 
which the edges are calculated online by function ����(v).

The on-the-fly properties of three graph trimming algorithms are summarized in 
Table  2. It is easy to see that the AC-4-based trimming cannot run on-the-fly as 
it requires reverse edges and thus the whole graph must be loaded into the mem-
ory. AC-3-based and AC-6-based trimming can run on-the-fly as they only rely 
on the post of vertex v when traversing each vertex v ∈ V  and their space usage 
is bounded by O(n) . However, compared with AC-3-based trimming, AC-6-based 
trimming needs much less work. Note that on implicit graphs, all the edges are com-
puted online by the function ����(v) , which typically costs more running time than 
directly loading edges from memory like with explicit graphs. The proposed AC-
6-based trimming traverses fewer edges than AC-3-based trimming and thus per-
forms better on implicit graphs.

1.4  Contribution

The contributions of this work are summarized below:

• We provide a formal definition of graph trimming based on the constraint satis-
faction problem (CSP) and arc-consistency (AC). Following three well-known 
arc-consistency algorithms, that is, AC-3, AC-4, and AC-6, we categorize the 
existing graph trimming algorithms as AC-3-based  [11, 29, 31, 53] and AC-
4-based algorithms [41].

• We revisit the existing parallel AC-3-based algorithm. We give the detailed steps 
of the AC-4-based algorithm and parallelize it using atomic primitives.

• We propose a novel AC-6-based algorithm that has optimized time and space 
complexities. We further parallelize the AC-6-based algorithm using atomic 
primitives. These are the main contributions of this work.

• For all three graph trimming algorithms, we formally discuss their correctness, 
time complexity, and space complexity. The time complexities for parallel algo-
rithms are analyzed in the work-depth model.

• Finally, for all three parallel trimming algorithms, our experiments compare the 
number of traversed edges and practical running time with 1 to 16 workers over a 
variety of real and synthetic graphs.

This paper is organized as follows. Section  2 provides the background. Section  3 
discusses the relation between graph trimming and Arc Consistency. Section 4 revis-
its the AC-3-based graph trimming algorithm. Section 5 provides the AC-4-based 
graph trimming algorithm. Section  6 proposes the AC-6-based graph trimming 
algorithm. The related work is discussed in Sect. 7. In Sect. 8, we discuss the imple-
mentations. In Sect. 9, we provide the experimental evaluation over a variety of data 
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graphs. Section  10 concludes three trimming algorithms and discusses the future 
work.

2  Preliminaries

Given a directed graph G = (V ,E) , let n = |V| and m = |E| be the numbers of ver-
tices and edges, respectively. A vertex v in graph G is also denoted as v(G). As 
opposed to an undirected graph, (v,w) ∈ E does not imply that (w, v) ∈ E . The 
post of vertex v in G is the set of all the successors (outgoing edges) of v, defined 
by v.post = {w ∣ (v,w) ∈ E} ; when the context is clear, we use v.post instead of 
v(G).post . The pre of vertex v is the set of all the predecessors (ingoing edges) of v, 
defined by v.pre = {w ∣ (w, v) ∈ E} . For each vertex v ∈ V  , its out-degree is the 
number of successors |v.post| and its in-degree is the number of predecessors |v.pre| . 
To analyze the time complexity of trimming algorithms, we use Degout and Degin 
to denote the maximum out-degree and in-degree among all vertices in a graph G, 
respectively.

A transposed graph GT = (V ,ET ) is equivalent to the graph G = (V ,E) 
with all its edges reversed, ET = {(w, v) ∣ (v,w) ∈ E} . It is easy to see that 
v(G).post = v(GT ).pre and v(G).pre = v(GT ).post for each v ∈ V  . A transposed 
graph GT can be generated in order to efficiently obtain v(G).pre without traversing 
the whole original graph G.

Definition 1 (Trimmed Graph) Given a directed graph G = (V ,E) , the trimmed 
graph G� = (V �,E�) with V ′ ⊆ V  and E′ ⊆ E is a maximal subgraph of G, where each 
vertex has at least one outgoing edge, formally ∀v ∈ V � ∶ v.post ≠ �.

This work focuses on the graph trimming algorithms that can obtain trimmed 
graphs according to Definition 1. Without changing the original graph G = (V ,E) , 
each vertex v ∈ V  is assigned a status, denoted as v.status , with values LIVE and 
DEAD, which indicates if vertex v is located in the graph (live) or removed (dead), 
respectively.

2.1  Graph storage

In this work, explicit graphs and implicit graphs are discussed. Explicit graphs are 
typically stored in the compressed sparse row (CSR) format  [28, 29]. This for-
mat uses two arrays to represent the graph: an O(n)-sized array stores an index to 
the beginning of each vertex’s adjacency list and an O(m)-sized array stores each 
vertex’s adjacency list. The CSR representation is compact, memory bandwidth-
friendly, and thus suitable for efficient graph traversals. It is easy to see that succes-
sors of each vertex v ∈ V  are ordered and thus can be traversed one by one in order.

On modern computers, registers can move data around in single clock cycles. 
However, registers are very expensive. The dynamic random access memory is very 
cheap but takes hundreds of cycles after a request to receive the data. To bridge 
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this gap between them are the cache memories, named L1, L2, L3 in decreasing 
speed and cost. If the data is stored in memory sequentially, the CPU can prefetch 
the data into the cache for fast accessing, which is cache-friendly. For a graph stored 
in CSR format, we can see that sequentially traversing all edges is cache-friendly as 
the cache hit rate is high, but randomly traversing all edges is not cache-friendly as 
the cache hit rate is low.

Implicit graphs are defined as G = (v0, ����) assuming that all the vertices in G 
are reachable from vertex v0 , where v0 is the initial vertex and ����(v) is a function 
that returns all of the successors of vertex v, that is, ����(v) = v.post . One kind of 
implicit graphs are model checking graphs [47] such that for each vertex v in a graph 
G, all the edges are calculated online by ����(v) . Another kind of implicit graphs 
are external graphs such that all the edges are stored on disks sequentially; once 
a vertex v is traversed, the edges of v are loaded into memory. The advantage of 
implicit graphs is that they allow handling large graphs with limited memory usage. 
However, much running time is spent on generating the edges via ����(v) . If an 
algorithm can run on implicit graphs without loading the whole graphs into mem-
ory, we say this algorithm has the on-the-fly property

2.2  Constraint satisfaction problem

A constraint satisfaction problem (CSP)  [19, 51] can be defined as a triple 
P = (X,D,C) , where X = {X1,… ,Xn} is a set of n variables, D = {D(X1),… ,D(Xn)} 
is the set of n domains such that D(Xi) is a set of possible values of variable Xi , and 
C is a set of constraints that specify allowable combinations of values. A solution of 
a constraint set C is an instantiation of the variables such that all constraints are sat-
isfied. Here, we restrict to binary constraints Cij between pairs (Xi,Xj) of variables, 
i.e., C = {Cij ∣ i, j ∈ 1… n}.

2.3  Arc‑consistency

A value vi ∈ Di is binary consistent with a constraint Cij if there exists vj ∈ Dj such 
that (vi, vj) satisfies Cij . Then vj ∈ Dj is called a support of vi ∈ Dj over Cij . A value 
vi ∈ Di is viable if it has supports for every Dj such that each Cij ∈ C is satisfied. A 
variable in a CSP is arc-consistent (AC) if every value in its domain satisfies each 
binary constraint Cij ∈ C.

Several AC algorithms have been proposed for removing values that are not 
viable. AC-1  [39] revisits all the binary arcs that have to be revisited once some 
domains are reduced. Improving on AC-1, algorithm AC-2  [39] only revisits the 
arcs that are affected by reducing some domains. Algorithm AC-3 [39, 40] general-
izes and simplifies AC-2.

Algorithm 1 shows the detailed steps of AC-3. Initially, the global set Q includes 
all constraint arcs Cij ∈ C (line 1). Each constraint arc Cij is picked and then removed 
from the set Q (line 3), and each pair of values in the domains D(Xi) and D(Xj) 
are checked by the procedure Revise (line 4), that is, for each value vi ∈ D(Xi) , if 
D(Xj) does not contain a value vj such that (vi, vj) satisfies the constraint Cij , the value 
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vi is repeatedly removed from D(Xi) (lines 7–13). If D(Xi) is changed, the associated 
constraints Cij are placed into Q again (lines 5 and 6). This process is repeated until 
the set Q becomes empty (line 2). It is easy to see that AC-3 is not efficient since the 
revision of any domain will force neighbor constraints to be revisited again.

AC-4 [45] improves the worst-case time complexity of AC-3 by using auxiliary 
data structures, supports and counters, but its average running time is close to the 
worst-case time complexity. However, AC-3 has better average running time and 
space usage than AC-4 and thus AC-3 is always preferred to AC-4 [51] in practice. 
Algorithm AC-6 [5] combines AC-3 and AC-4. It only records one support for each 
value, unlike AC-4 which records all supports, since a single support is enough to 
prove that a value is viable. Because of this, AC-6 has the same worst-case time 
complexity as AC-4 but averagely performs much better than AC-4 in many applica-
tions. Further, AC-6 needs less space than AC-4 since for each value only a single 
support is recorded. The corresponding time, work, and space complexities in the 
worst case are summarized in Table 1.

2.4  Parallel complexity analysis

We assume parallel programs run on shared-memory multi-core machines, where 
different cores access a shared global memory simultaneously. Shared-memory par-
allelism has many advantages, but writing correct, efficient, and scalable shared-
memory multi-core programs is difficult. In this paper, the parallel graph trimming 
algorithms are designed for nested fork-join parallelism, in which a fork specifies 
workers that can execute in parallel, and a join specifies a synchronization point 
among multiple workers. In practice, our parallel algorithms can be implemented by 
OpenMP [16].
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We analyze our parallel algorithms in the work-depth model [15, 52], where the 
work, denoted as W , is the total number of operations that are used by the algorithm 
and the depth, denoted as D , is the longest length of sequential operations [30]. This 
model is particularly convenient for analyzing nested parallel algorithms. Assuming 
that a scheduler dynamically load balances a parallel computation across all avail-
able workers, the expected running time is O(W∕P +D) when using P workers. For 
the multi-core architecture, a worker is a working process corresponding to a physi-
cal core. In particular, for sequential algorithms, the work and the depth terms are 
equivalent. A parallel algorithm is work-efficient if its work is asymptotically equal 
to the work of the fastest sequential algorithm for the same problem [6].

Definition 2 (Number of Peeling Steps � ) Given a directed graph G = (V ,E) , integer 
� is defined as the number of peeling steps: in the peeling process, a step removes 
all vertices with zero out-degrees and thus decrements the out-degrees of adjacent 
neighbors. Neighbors whose out-degrees becomes zero must be removed in the next 
step. This is repeated until no vertices have an out-degree of zero.

To analyze the depth of our trimming algorithms, the number of peeling step � is 
introduced in Definition 2, which is analogous to the peeling-complexity proposed 
to analyze the depth of parallel k-core decomposition algorithms [18]. Essentially, � 
is a property of graphs, which indicates the longest chain size of trimmable vertices. 
It is easy to see that � can be as large as n in the worst case, e.g., in a chain graph. 
However, � is significantly smaller than n in practice. For example, for the graphs in 
our experiments, � ranges from 3 to 11, 686, which is small compared to their mil-
lions of vertices.

2.5  Atomic primitives

All algorithms are implemented for shared-memory parallel machines; that is, mul-
tiple workers access the same memory [52]. The conventional way is with mutual 
exclusion by using Lock and Unlock operations that guarantee exclusive access to 
data structures shared by multiple workers. Compared with using locks, a implemen-
tation by using atomic primitives has much less synchronization overhead and the 
unexpected delay while workers are within critical sections can be highly reduced. 
The compare&swap (CAS) and fetch&add (FAA) operations are universal atomic 
primitives that are supported on the majority of current parallel architectures  [43, 
44, 58].

As shown in Algorithm 2, the CAS atomic primitive takes three arguments, a var-
iable (location) x, an old value a, and a new value b. It checks the value of the varia-
ble x, and if it equals to the old value a, it updates the pointer to the new value b and 
then returns true; otherwise, it returns false to indicate that the updating fails. Here, 
we use a pair of angular brackets, ⟨…⟩ , to indicate that the operations in between are 
executed atomically.
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The FAA atomic primitive is shown in Algorithm 3. The old value of x is fetched 
and added by a. The new value of x is returned. For instance, there is a race condi-
tion when one worker is executing }}x ∶= x + aε and the other worker is executing 
}}x ∶= x + bε concurrently. Using FAA can efficiently get the correct result without 
workers affecting each other.

3  Graph trimming as arc consistency

Intuitively, we can regard graph trimming as a graph with a constraint that each 
vertex has at least one outgoing edge. Based on this observation, we define graph 
trimming as an arc-consistency problem with one single variable, viz., the set of all 
vertices, and a single binary constraint, viz., each vertex must have at least one out-
going edge as one support. Then, trimming a graph means determining the domain 
of available vertices.

More formally, given a directed graph G = (V ,E) , graph trimming can be 
defined as an arc-consistency problem (X, D, C) with variables X = {X1} , domains 
D = {D(X1)} and constraint C = {C11} . Here, we assume that X1 = V  and C11 = E , 
that is, each vertex v1 ∈ D(V) must has at least one support vertex v�

1
∈ D(V) in the 

same domain, where (v1, v�1) ∈ E.
Consequently, three important AC algorithms, AC-3, AC-4, and AC-6, can be 

applied to graph trimming. Interestingly, we find that one widely used graph trim-
ming method  [11, 29, 31, 53] is analogous to AC-3 (we call it AC-3-based). The 
other  [41] is analogous to AC-4 (we call it AC-4 based); however, the detailed 
steps are not discussed, and a parallel version is not provided. As a contribution, we 
design a novel graph trimming algorithm based on AC-6 (we call it AC-6-based).

In Table 3, we summarize the notations that will be frequently used when dis-
cussing the graph trimming algorithms.

4  AC‑3‑based graph trimming

In the graph trimming problem, there exists only a single variable and a single 
constraint. Therefore, AC-3, as shown in Algorithm  1, can be simplified when 
applied to graph trimming. The idea is straightforward: (1) for all vertices in a 
graph, the vertices with zero out-degrees are removed; (2) this process is repeated 
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until the graph does not change. This naive trimming method is widely used [11, 
29, 31, 53] for quickly removing the size-1 SCCs, but the correctness and com-
plexities are not formally discussed. In this section, we revisit the existing parallel 
AC-3-based algorithm for graph trimming and formally discuss the correctness 
and complexities. The sequential AC-3-based algorithm is immediate and not dis-
cussed further.

4.1  The parallel AC‑3‑based algorithm

Algorithm  4 shows the detailed steps of the parallel AC-3-based algorithm for 
graph trimming. The procedure �������������(v) (lines 11–14) returns TRUE if 
vertex v has at least one available outgoing edge and FALSE otherwise. All ver-
tices in V are initialized as ���� . After partitioning V into V1 …VP , we have P 
workers execute the procedure ����p(Vp) in parallel (lines 4 and 5). The main 
procedure ����p(Vp) (lines 7–10) removes the vertices in Vp that have an out-
degree of zero. The removing process repeats until the graph does not change 
(lines 2–6). One advantage of this algorithm is that it is easy to parallelized: Each 
copy of procedure ����p(Vp) for a worker p (line 5) can run in parallel with only 
change as the sole shared variable.

Table 3  The notations that frequent used when discussing the graph trimming algorithms

Notation Description

G = (V ,E) A directed graph with n vertices and m edges
GT = (V ,ET ) A transposed graph of G = (V ,E)

u(G).degin The in-degree of u in G
u(G).degout The out-degree of u in G
u(G).post The successors of u in G
u(G).pre The predecessor of u in G
u(G).S The supporting set used by AC-6-Trimming
u(G).status The status (LIVE or DEAD) of u in G
Degin The maximal in-degree among all vertices in G
Degout The maximal out-degree among all vertices in G
� The number of peeling steps in G
Q The waiting set used by AC-4-Trimming and AC-6-Trimming
P The total number of workers
Qp A private waiting set used by workers p
|Qp| The upper-bound size of waiting sets among P workers
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For the specific implementations in  [11, 29, 31], there are two strategies to 
improve the AC-3-based algorithm for graph trimming.

• If the transposed graph GT is loaded in memory, another constraint can be 
considered, that each vertex v ∈ V  must have at least one available incoming 
edge. That means the in-degree also be checked (line 9). In this case, more 
size-1 SCCs can be quickly trimmed. The problem is that the transposed graph 
is required, which costs O(n + m) memory space.

• The number of repetitions can be limited to a constant number like 3 or the rep-
etitions stop when the number of removed vertices is less than a threshold like 
100 (line  6). The problem is that some of the trimmable vertices may not be 
removed. This strategy is sometimes effective at reducing the computational time 
but sometimes not, since the worst-case time complexity is not improved.

Correctness For the correctness, trimming has to be sound and complete. Sound-
ness means that all removed vertices, which are assigned a status of DEAD, must 
have no outgoing edges or only edges to removed vertices:

Completeness means that all vertices that have no outgoing edges or have only out-
going edges to removed vertices are removed:

The algorithm has to ensure both soundness and completeness for all vertices in the 
graph:

(1)
sound(V) ≡ ∀v ∈ V ∶ v.status = 𝙳𝙴𝙰𝙳 ⟹

(∀w ∈ v.post ∶ w.status = 𝙳𝙴𝙰𝙳)

(2)complete(V) ≡ ∀v ∈ V ∶ (∀w ∈ v.post ∶ w.status = 𝙳𝙴𝙰𝙳) ⟹

v.status = 𝙳𝙴𝙰𝙳
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which is equivalent to:

For arguing about the correctness of for-loops, we use following rule: consider the 
loop ��� x ∈ X �� S and let P(X�) be a predicate. If (1) initially P(�) holds and (2) 
under precondition P(X�) the body S establishes postcondition P(X� ∪ {x}) for any 
X′ ⊂ X and x ∈ X ⧵ X� , then finally P(X) holds; X′ is the set of visited elements and 
P(X�) is the loop invariant.

Theorem 1 (Soundness) For any G = (V ,E) Algorithm 4 terminates with sound(V).

Proof The invariant of the for-loop of ����p (lines 8-10) is sound(V �) : initially that 
holds as the universal quantification in sound(V �) is empty. The invariant is preserved 
as v.status is only set to DEAD if the status of all w ∈ v.post is DEAD (lines 9 and 10). 
We use the fact that �������������( v) returns (∀w ∈ v.post ∶ w.status = ����) . 
The postcondition of ����p(Vp) is therefore sound(Vp) . The postcondition (line 5) is 
then sound(V1) ∧⋯ ∧ sound(VP) , which is equivalent to sound(V). Thus sound(V) is 
the invariant of the repeat-until loop (lines 2–6) and therefore holds on termination.  
 ◻

Theorem  2 (Completeness) For any G = (V ,E) Algorithm  4 terminates with 
complete(V).

Proof The invariant of the for-loop of ����p (lines 8-10) is 
¬change ⟹ complete(V �) , where V ′ is the set of visited vertices. If change is 
���� , the invariant is obviously preserved as change is not set to ����� in this or 
any other parallel copy of ����p . Suppose change is ����� and complete(V �) holds. 
For v ∈ V ⧵ V � that remains ���� , the procedure ZeroOutDegree(v) (line 9), 
which computes (∀w ∈ v.post ∶ w.status = ����) , must return false. Since setting 
v.status to ���� may invalidate complete(V � ∪ {v}) for this or some other parallel 
copy of ����p , variable change is set to TRUE, which re-establishes the invariant for 
this and all other parallel copies of ����p .   ◻

Complexities The complexity of parallel AC-3-based graph trimming has been 
discussed in existing work  [11, 29, 31, 53], but not with the work-depth model. 
We adopt the work-depth model to analyze the time complexity.

Theorem 3 Algorithm 4 requires O(�(n + m)) expected work, O(�Degout) depth, and 
thus O(�(n + m)∕P + �Degout) time complexity.

Proof For the inner for-loop (lines 8–10), checking the out-degree of each vertex 
v ∈ V  requires O(n + m) work in the worst case since all edges may need to be tra-
versed in case of some vertices are removed. For the outer repeat-loop (lines 2–6), 

(3)sound(V) ∧ complete(V)

(4)∀v ∈ V ∶ v.status = ���� ≡ (∀w ∈ v.post ∶ w.status = ����)
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all vertices must be checked again once at least one vertex is removed. The repeti-
tion is carried out � times. Therefore, the expected work is O(�(n + m)).

We analyze the working depth. For the procedure Trimp , the inner for-loop 
(lines 12 and 13) in procedure ZeroOutDegree run in sequential with depth 
O(Degout) . The repetition (lines 2–6) is carried out � times. Therefore, the theo-
retical working depth is O(�Degout) , and thus the theoretical time complexity is 
O(�(n + m)∕P + �Degout) .   ◻

Theorem 4 The space complexity of Algorithm 4 is O(n).

Proof Each vertex v ∈ V  requires status in memory to record if vertex v is LIVE or 
DEAD. Besides status , no other auxiliary data structures are utilized. Therefore, the 
space complexity is O(n) .   ◻

5  AC‑4‑based graph trimming

AC-4 improves the worst-case time complexity of AC-3 by using auxiliary data 
structures, supports and counters. Specifically, for each value in its domain, its sup-
ports are recorded, and its total number of supports is recorded with a counter. When 
removing one value, the corresponding counters located by supports are decreased 
by one. The values whose counters are reduced to zero must be removed, which may 
cause other values to be removed. In a word, the supports and counters are used for 
efficient propagation after unqualified values are removed.

The AC-4 algorithm can be applied to graph trimming, which we call AC-4-based 
trimming. For a directed graph G = (V ,E) , the supports can be simplified as the 
transposed graph GT = (V ,ET ) , and the counters can be implemented by out-degree 
counters for all vertices v ∈ V  , denoted as v.degout . AC-4-based graph trimming is 
used in  [41] for quickly removing size-1 SCCs to speed up SCC decomposition; 
nevertheless, the details of this algorithm are not discussed, and its parallel version 
is not given. In this section, we provide both sequential and parallel AC-4-based 
algorithms.

5.1  The sequential AC‑4‑based algorithm

Algorithm  5 shows the detailed steps of the sequential AC-4-based algorithm. 
Compared to the AC-3-based algorithm, there are two new data structures: (1) the 
transposed graph GT = (V ,ET ) is required for accessing the predecessors of a ver-
tex v ∈ V  (line 6); (2) a waiting set Q is required for propagation when processing 
removed vertices (line 3). The procedure DoDegree(v, Q) (lines 9–11) removes 
the vertex v and puts it into Q for propagation if v is LIVE  and its out-degree 
counter v.degout is zero. That means all vertices in the waiting set Q are dead.

Now we explain Algorithm  5. Initially, for all vertices, their status and out-
degree counters are correctly initialized (line 1). For each vertex v ∈ V  , the out-
degree counter is checked by calling procedure DoDegree(v,  Q) (line 3). The 
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removed vertices are added into the wait set Q and then propagated to update the 
out-degree counters of other vertices (lines 4–8). That is, for each vertex w ∈ Q , 
all its predecessors’ out-degree counters are off by 1 and then checked by the 
procedure DoDegree(v, Q) (lines 6–8). During this process, new vertices may 
be removed and added into the waiting set Q so that the algorithm does not termi-
nate until Q becomes empty (line 4).

Correctness We show soundness and completeness together.

Theorem 5 (Soundness and Completeness) For any G = (V ,E) Algorithm 5 termi-
nates with sound(V) and complete(V).

Proof Let V ′ be the set of vertices visited by the outer for-loop (lines 2–8). The 
invariant of the outer for-loop (lines 2–8) is that all vertices are sound, all visited 
vertices are complete, and that for each vertex v ∈ V � the counter v.degout is the 
number of live vertices of outgoing edges:

The invariant holds initially as setting all vertices to LIVE makes them sound and V ′ 
is initially empty.

The invariant of the while-loop (lines 4–8) is that all states are sound, but setting 
a vertex to DEAD may lead to its predecessors to be incomplete; also, all vertices in 
Q have been set to DEAD and all v′.degout are off by one where v′ are all vertices with 
a successor in Q,

sound(V) ∧ complete(V �) ∧ (∀v ∈ V ∶ v.degout = |{w ∈ v.post ∣ w.status = ����}|)

sound(V) ∧ complete(V � ⧵ Q.pre) ∧ (∀v ∈ Q ∶ v.status = ����)

∧ (∀v ∈ V ∶ v.degout = |{u ∈ v.post ∣ u.status = ���� ∨ u ∈ Q}|)
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where Q.pre = (∪ q ∈ Q ∶ q.pre) . Since the while-loop terminates only when Q = � , 
it follows that the invariant of the outer for-loop is preserved. We now argue that the 
while-loop preserves this invariant:

• sound(V) is preserved as v ∈ V is set to DEAD only if v.degout = 0 , which implies 
that there cannot be LIVE vertices in v.post.

• complete(V � ⧵ Q.pre)) is preserved as v ∈ V � ⧵ Q.pre is completed vertices and v is 
indeed set to DEAD if v.degout = 0 , which implies that there cannot be LIVE verti-
ces in v.post.

• ∀v ∈ Q ∶ v.status = ���� is preserved as v is added to Q only after v is set to 
DEAD.

• ∀v ∈ V ∶ v.degout = |{u ∈ v.post ∣ u.status = ���� ∨ u ∈ Q}| is preserved as 
v.degout is initialized as the number of available out-going edges and decremented 
only when removed successors propagated.

At termination of outer for-loop (lines 2–8 ), we get Q = � and V � = V . The postcondi-
tion of outer for-loop is sound(V) ∧ complete(V) .   ◻

Complexities

Theorem 6 The worst-case time complexity of Algorithm 5 is O(n + m).

Proof The out-degree counter v.degout for all vertices can be initially calculated 
within O(n + m) time (line 1) as each edge is traversed once. Each vertex v ∈ V  can 
be removed and then added into the waiting set Q at most once (lines 10 and 11); 
each reversed edge in v(GT ).post is traversed at most once (lines 6 - 8). In this case, 
in lines 2–8, we get a running time of O(n + m) . Therefore, the total worst-case run-
ning time is O(n + m) .   ◻

Theorem 7 The space complexity of Algorithm 5 is O(n + m).

Proof In line 7, the transposed graph GT = (V ,ET ) is used. In this case, in order to 
generate GT , the whole graph G = (V ,E) must be stored in memory, which requires 
O(n + m) space. For all vertices v ∈ V  , storing v.degout and v.status uses O(n) space. 
Therefore, the total used space is O(n + m) .   ◻

5.2  The parallel AC‑4‑based algorithm

Algorithm 6 shows the detailed steps of the parallel AC-4-based algorithm. All 
vertices in V are partitioned into V1 …VP (line 2) so that P workers can execute 
the procedure ����p(Vp) in parallel (line 3). Compared with Algorithm 5, there 
are three refinements. First, each worker p ∈ [1…P] has its private waiting set 
Qp for propagation (line 6) so that the operations on Qp do not require to be syn-
chronized. Second, the out-degree counter degout has to be updated by the atomic 
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primitive fetch&add FAA since multiple workers may decrease such a counter 
(line 11). Third, it is possible that v.degout = 0 (in line 13) is detected by multiple 
workers; we use the atomic primitive CAS to set the v.status from ���� to ���� 
(line 13) and return ���� if successful, which ensures that v is added into a single 
one waiting set Qp (line 14).

Correctness. We show the soundness and completeness together.

Theorem 8 (Soundness and Completeness) For any G = (V ,E) Algorithm 6 termi-
nates with sound(V) and complete(V).

Proof The invariant of the while-loop (lines 4–8) in procedure ����p(Vp) is the same 
as that in Algorithm 5 except that it adds one more conjunct. That is, a removed ver-
tex can only be added into a single one Qp for propagation.

We now argue that the while-loop preserves this invariant:

• (∀v ∈ V ∶ v.degout = |{u ∈ v.post ∣ u.status = ���� ∨ u ∈ ∪Q1..P}|) is pre-
served as v.degout is off by one atomically when a worker is decreasing.

• (∀i, j ∈ {1..P} ∶ i ≠ j ∧ Qi ∩ Qj = �) is preserved as v.status is set from ���� to 
���� by the atomic primitive ��� and only when successful, v is added to one Qp.

sound(Vp) ∧ complete(V �
p
⧵ Qp.pre) ∧ (∀v ∈ Qp ∶ v.status = 𝙳𝙴𝙰𝙳)

∧ (∀v ∈ V ∶ v.degout = |{u ∈ v.post ∣ u.status = 𝙻𝙸𝚅𝙴 ∨ u ∈ ∪Q1..P}|)

∧ (∀i, j ∈ {1..P} ∶ i ≠ j ⟹ Qi ∩ Qj = �)
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The postcondition of line 3 is then sound(V1) ∧ complete(V1)… sound(VP) ∧ complete(VP) , 
which is equivalent to sound(V) ∧ complete(V) .   ◻

Complexities

Theorem  9 Algorithm  6 requires O(n + m) expected work, O(|Qp|DeginDegout) 
depth, and thus O((n + m)∕P + |Qp|DeginDegout) time complexity.

Proof This algorithm has the same framework as Algorithm 5, so the total expected 
work equals the running time of Algorithm 5, that is O(n + m) . The initial for-loop 
(lines 1) can easily run in parallel within expected depth O(Degout).

We analyze the working depth for the procedure Trimp . For each round of the 
outer while-loop (lines 7–11), it runs with depth |Qp| which is the upper-bound size 
of waiting sets among P workers. As Qp is private for worker p without synchroniza-
tion, it is possible that |Qp| ≥ � . The most inner for-loop (line 9) runs sequentially 
with depth O(Degin) , and the out-degree counters have to concurrently update with 
depth Degout . Therefore, the total working depth is O(�DeginDegout) and thus the 
worst-case time complexity is O((n + m)∕P + �DeginDegout) .   ◻

Theorem 10 The space complexity of Algorithm 6 is O(n + m).

Proof By using the atomic primitive CAS in line 12, each vertex v ∈ V  may be 
removed at most once and then put into at most single one waiting set Qp , so all 
waiting set for P workers require O(n) space. Similar to Algorithm 5, storing degout 
and status requires O(n) space and the reverse edges require O(n + m) space (line 8). 
Therefore, the total used space is O(n + m) .   ◻

6  AC‑6‑based graph trimming

As mentioned, AC-4 has better worst-case time complexity than AC-3, but AC-4 
always has a worse average running time than AC-3. Additionally, AC-4 does not 
have the on-the-fly property. AC-6 improves AC-4 by only recording one support 
for each value since one support is enough to guarantee that a value is viable. In this 
case, compared with AC-4, AC-6 performs better in many applications, requires less 
space usage, and has the on-the-fly property.

To the best of our knowledge, we are the first to introduce AC-6 to graph trim-
ming and call it the AC-6-based algorithm. The idea is novel: (1) each vertex  v 
maintains a set of vertices v.S that choose v as an available outgoing edge; (2) when 
removing v as it has no outgoing edges, each vertex w ∈ v.S has to find another avail-
able outgoing edge to replace v; otherwise, w has to be removed; (3) this process 
repeats until no vertices can be removed. In this section, we propose new sequential 
and parallel AC-6-based algorithms for graph trimming, which is the main contribu-
tion of this work.
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6.1  The sequential AC‑6‑based algorithm

Analogous to AC-6, the AC-6-based trimming algorithm is based on the concept of 
support. That is, for each vertex v in a given directed graph G, the support of v is 
one of v’s available outgoing edges and v cannot be removed if v’s support exists. 
One auxiliary data structure, the supporting set, is needed to store all the supports 
for propagation, which is formally defined below.

Definition 3 (Supporting Set) Given a directed graph G = (V ,E) , for a vertex v ∈ V  , 
the supporting set v.S of v is the set of predecessors that choose v as their single one 
support: (∀v ∈ V ∶ v.S ⊆ {u ∈ v.pre ∣ u.status = 𝙻𝙸𝚅𝙴}) ∧ (∀v ∈ V ∶ v.S ≠ � ⟹

v.status = 𝙻𝙸𝚅𝙴) ∧ (∀u, v ∈ V ∶ u ≠ v ⟹ u.S ∩ v.S = �).

In other words, v.S records all LIVE vertices that have v as their support. Abso-
lutely, v must be LIVE  if the vertices in v.S choose v as a support as an existing 
support has to be an available outgoing edge; a vertex can be added into at most one 
supporting set as each vertex only needs to maintain single one support.

Figure 2 illustrates the AC-6-based algorithm based on the part of the example 
graph in Fig. 1. The dashed red arrows are the edges visited to find available sup-
ports and then added to the corresponding supporting set v.S. Each vertex is succes-
sively visited from v1 to v5 as shown in Fig. 2a–e. In Fig. 2a, v1 is visited and its first 
support v4 is found with vertex v1 added into v4.S . In Fig. 2b, v2 is removed since 
v2 has no outgoing edges; no propagation happens as v2.S is empty. In Fig. 2c, v3 is 
visited and its first support v5 is found with v3 added into v5.S . In Fig. 2d, v4 is vis-
ited and its first support v5 is found with v3 added into v4.S . In Fig. 2e, v5 is removed 
as it cannot find any support; since v5.S includes v3 and v4 the propagation happens 
as follows: v3 finds a next available support v4 with v3 added into v4.S , and the v4 is 
failed to find a next available support so that v4 should be removed in the next step. 
In Fig. 2f, v4 is removed; since the supporting set v4.S includes vertices v1 and v3 the 
propagation happens as follows: v1 finds a next available support, v3 , which is added 
into v4.S , and v3 fails to find a next available support so that v3 should be removed 
in the next step. In Fig. 2g, the vertex v3 is removed and v1 ∈ v3.S should be further 
propagated. Finally, v1 should also be removed as it has no outgoing edges. As we 
can see, AC-6-based trimming can remove some of the vertices without propaga-
tion, e.g., v2.
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Algorithm 7 shows the detailed steps of the sequential AC-6-based algorithm. 
For each vertex v in the graph, a supporting set v.S is required for recording 
the vertices that choose v as an available support. We first consider the proce-
dure ������(v) (lines 9–12). If v successfully finds a live successor w, then w 
is added to v.S and the procedure finishes (lines 10 and 11). Otherwise, v has to 
be removed from the graph as v has no available outgoing edges, and v is set to 
DEAD and then put into the waiting set Q (line 12). Note that, the visited vertex w 
is removed from v.post to avoid redundant checking (line 11), which can ensure 
that each edge is visited at most once. Now we explain the main algorithm (lines 
1–8). Initially, all vertices are LIVE and their supporting sets are empty (line 1). 
For each vertex v ∈ V  , the support v.s is checked by the procedure ������(v) 

(a) (c)

(d) (e) (f) (g)

(b)

Fig. 2  Steps of sequential AC-6-based trimming algorithm based on part of the graph in Fig. 1. a visit  v1; 
b visit  v2; c visit  v3; d visit  v4; e visit  v5; f, g continue to propagate after removing  v5
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(line 3) and the removed vertices are added into Q for propagation (lines 4–8). 
That is, a vertex w ∈ Q is removed from Q (line 5) and for all the vertices in w.S 
are checked by the procedure ������(v�) (lines 6–8). This propagation is repeated 
until Q is empty (line 4), as vertices may be removed and added into Q by the 
procedure ������(v�) (line 8).

Correctness. We show the soundness and completeness together.

Theorem 11 (Soundness and Completeness) For any G = (V ,E) Algorithm 7 termi-
nates with sound(V) and complete(V).

Proof Let V ′ be the set of vertices visited by the outer for-loop (lines 2–8). The 
invariant of the outer for-loop is that all vertices are sound, all visited vertices are 
complete, all visited LIVE vertices must have a support, and that for each vertex 
v ∈ V  the supporting set v.S includes all visited vertices that choose v as their single 
one support:

where S = (∪ v ∈ V ∶ v.S) . The invariant holds initially as setting all vertices to 
���� and V ′ is empty.

The invariant of the while-loop (lines 4–8) is that all states are sound but setting 
a vertex to ���� may lead to its predecessors to be incomplete; also, all vertices 
w ∈ Q are set to ���� and all vertices in w.S have to update their support.

where S = (∪ v ∈ V ∶ v.S) and Q.S = (∪ q ∈ Q ∶ q.S) . Since the while-loop termi-
nates only when Q = � , it follows that the invariant of the outer for-loop is preserved.

We now argue that the while-loop preserves this invariant:

• sound(v) is preserved as v ∈ V  is set to DEAD if w cannot find a support in 
v.post, which implies that there cannot be LIVE vertices in v.post.

• complete(V � ⧵ Q.S) is preserved as v ∈ V � ⧵ Q.S is indeed set to DEAD if the sup-
port of v not exists, which implies that there cannot be LIVE vertices in v′.post.

• ∀v ∈ Q ∶ v.status = ���� is preserved as v is added to Q only after v is set to 
DEAD.

• ∀v ∈ V � ∶ v.status = 𝙻𝙸𝚅𝙴 ⟹ v ∈ S is preserved as v has to find a support 
after being visited if v is LIVE.

sound(V) ∧ complete(V �) ∧ (∀v ∈ V � ∶ v.status = 𝙻𝙸𝚅𝙴 ⟹ v ∈ S)

∧ (∀v ∈ V ∶ v.S ⊆ {u ∈ v.pre ∣ u.status = 𝙻𝙸𝚅𝙴 ∧ u ∈ V �})

∧ (∀v ∈ V ∶ v.S ≠ � ⟹ v.status = 𝙻𝙸𝚅𝙴)

∧ (∀u, v ∈ V ∶ u ≠ v ⟹ u.S ∩ v.S = �)

sound(V) ∧ complete(V � ⧵ Q.S) ∧ (∀v ∈ Q ∶ v.status = 𝙳𝙴𝙰𝙳)

∧ (∀v ∈ V � ∶ v.status = 𝙻𝙸𝚅𝙴 ⟹ v ∈ S)

∧ (∀v ∈ V ∶ v.S ⊆ {u ∈ v.pre ∣ u.status = 𝙻𝙸𝚅𝙴 ∧ u ∈ V �})

∧ (∀v ∈ V ∶ v.S ≠ � ⟹ v.status = 𝙻𝙸𝚅𝙴 ∨ v ∈ Q)

∧ (∀u, v ∈ V ∶ u ≠ v ⟹ u.S ∩ v.S = �)
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• ∀v ∈ V ∶ v.S ⊆ {u ∈ v.pre ∣ u.status = ���� ∧ u ∈ V �} is preserved as the vis-
ited vertices u ∈ V � is LIVE when choosing v as a support.

• ∀v ∈ V ∶ v.S ≠ � ⟹ v.status = 𝙻𝙸𝚅𝙴 ∨ ∧v ∈ Q is preserved as new vertices 
can be added into v.S if v is ���� , and after setting v to ���� and adding into 
Q all vertices in v.S will find next available support.

• ∀u, v ∈ V ∶ u ≠ v ⟹ u.S ∩ v.S = � is preserved as each vertex maintains at 
most single one support.

At termination of the outer for-loop (lines 2–8), we get Q = � and V � = V  . The post-
condition of the outer for-loop is sound(V) ∧ complete(V) .   ◻

Complexities

Theorem 12 The time complexity of the Algorithm 7 is O(n + m).

Proof Each vertex v ∈ V  can be removed and then added into the waiting set Q at 
most once. In the procedure DoPost(v), each outgoing edge of v is traversed at 
most once to find the support (lines 10 and 11) as the visited vertex w is removed 
from v.post to avoid repetitive visiting. In this case, the most inner for-loop (lines 
6–8) calls procedure DoPost(v) to find a support for vertex v. Therefore, with this 
assumption, the worst-case time complexity is O(n + m) .   ◻

Theorem 13 The space complexity of the Algorithm 7 is O(n).

Proof The global waiting set Q has a maximum size of O(n) as each vertex v ∈ V  
can be set to DEAD and added into Q at most once. The supporting sets have the 
total size at most O(n) as each vertex v ∈ V  has at most one support recorded in a 
corresponding supporting set. Obviously, status requires O(n) space. Therefore, the 
worst-case space complexity is O(n) .   ◻

6.2  The parallel AC‑6‑based algorithm

Algorithm  8 shows the detailed steps of the parallel AC-6-based trimming algo-
rithm. Compared with the sequential AC-6-based trimming in Algorithm  7, there 
are two refinements. First, each worker p ∈ [1…P] has its private waiting set Qp 
for propagation so that the synchronization on Qp is unnecessary (lines 6, 8, and 19). 
Second, the supporting set w.S for each vertex w ∈ V  can concurrently have new 
vertices added by multiple workers synchronized by locking (lines 14–17). When 
adding vertices to w.S, vertex w has to be LIVE  (line 15) as no vertices can be 
added to w.S after setting w to DEAD. When setting vertex v to DEAD, we have to 
lock v to ensure that no other workers are adding vertices to v.S; otherwise, after v is 
added into Q and propagated (lines 19 and 8–11), other workers still have possibility 
to add vertices into v.S which can never be propagated. In other words, we lock v.S 
when setting v from LIVE to DEAD to ensure that all vertices in v.S are propagated 
together. Note that, when removing vertices from w.S (line 10), it is unnecessary to 
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lock w.S as currently w is DEAD so that no workers can add vertices into w.S and w 
is only accessed by a single worker, p.

We implement the lock by the CAS primitive with busy waiting (lines 20 and 21). 
Here, the busy waiting is suitable as there are at most two operations within locking 
(lines 15 and 16) so that the expected waiting time is really short.

Correctness.

Theorem 14 (Soundness and Completeness of Parallel AC-6-based Trimming) For 
any G = (V ,E) Algorithm 8 terminates with sound(V) and complete(V).

Proof The invariant of the while-loop (lines 4–8) in procedure ����p(Vp) is the same 
as that in Algorithm 5 except that it adds one more conjunct. That is, a removed ver-
tex can only be added into a single one Qp for propagation.
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where S = (∪ v ∈ V ∶ v.S) , Qp.S = (∪ q ∈ Qp ∶ q.S) , and V � = ∪V �
1..P

 . In the algo-
rithm, for each vertex v, multiple workers add new vertices into v.S concurrently, 
and during this time v cannot be set to DEAD. We now argue that the while-loop 
preserves this invariant:

• ∀v ∈ Vp ∶ v.S ⊆ {u ∈ v.pre ∣ u.status = ���� ∧ u ∈ V �} is preserved as v is 
locked when a worker is adding new vertices to v.S.

• ∀v ∈ Vp ∶ v.S ≠ � ⟹ v.status = 𝙻𝙸𝚅𝙴 ∨ (v.status = 𝙳𝙴𝙰𝙳 ∧ v ∈ Qp) is pre-
served as (1) v is locked when the worker p setting v to ���� to ensure that 
after setting v to DEAD no vertices can be added into v.S by other workers, and 
(2) only the current worker p can set v to ���� and add v to the private set Qp.

• ∀i, j ∈ {1..P} ∶ i ≠ j ∧ Qi ∩ Qj = � is preserved as only single one worker p 
can add v to Qp after setting v to ����.

At the termination of outer for-loop (lines 2–8), we get Qp = � and V �
p
= Vp . The post-

condition of line 3 is then sound(V1) ∧ complete(V1) ∧⋯ ∧ sound(V
P
) ∧ complete(V

P
) , 

which is equivalent to sound(V) ∧ complete(V) .   ◻

Complexities

Theorem  15 Algorithm  8 requires O(n + m) expected work, O(|Qp|Degin
2) depth, 

and O((n + m)∕P + |Qp|Degin
2) time complexity.

Proof This algorithm has the same framework as Algorithm 7, so the total expected 
work equals the running time of Algorithm 7, that is O(n + m) . The initial for-loop 
(lines 1) can run in parallel within expected depth O(1).

We analyze the working depth for procedure Trimp . For each round of the outer 
while-loop (lines 7–11), it runs with depth |Qp| which is the upper-bound size of 
waiting sets among P workers. As Qp is private for a worker p without synchroniza-
tion, it is possible that |Qp| ≥ � . The most-inner for-loop (line 9) runs sequentially 
with depth Degin as Degin is the upper-bound size for a supporting set. The support-
ing sets concurrently add new vertices with depth Degin (line 16). The locking oper-
ation (lines 14 and 18) needs to busy-check by the CAS primitive only a few times 
with high probability as there are at most two operations within the lock. Therefore, 
the total working depth is O(|Q|Degin

2) with high probability and the worst-case 
running time is O((n + m)∕P + |Q|Degin

2) with high probability.   ◻

sound(Vp) ∧ complete(V �
p
⧵ Qp.S) ∧ (∀v ∈ Qp ∶ v.status = 𝙳𝙴𝙰𝙳)

∧ (∀v ∈ V �
p
∶ v.status = 𝙻𝙸𝚅𝙴 ⟹ v ∈ S)

∧ (∀v ∈ Vp ∶ v.S ⊆ {u ∈ v.pre ∣ u.status = 𝙻𝙸𝚅𝙴 ∧ u ∈ V �})

∧ (∀v ∈ Vp ∶ v.S ≠ � ⟹ v.status = 𝙻𝙸𝚅𝙴 ∨ v ∈ Qp)

∧ (∀u, v ∈ Vp ∶ u ≠ v ⟹ u.S ∩ v.S = �)

∧ (∀i, j ∈ {1..P} ∶ i ≠ j ⟹ Qi ∩ Qj = �)
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Theorem  16 The space complexity of Algorithm  8 is O(n) , which equals to its 
sequential version Algorithm 7.

Proof Each vertex v ∈ V  may be removed at most once and then put into at most one 
waiting set Qp , so all waiting sets require O(n) space. Each vertex has at most one 
support which is stored into the corresponding supporting set and thus the total size 
of all supporting sets is O(n) . The status for each vertex v ∈ V  has the size of O(n) . 
Therefore, the total space complexity is O(n) .   ◻

7  Related work

7.1  Parallel DFS‑based SCC decomposition

In Sect.  1, several methods for BFS-based SCC decomposition were introduced. 
Although DFS is inherently sequential [48], there is a lot of work based on Tarjan’s 
algorithm. In [38], Lowe proposed a synchronized Tarjan’s algorithm, that is, mul-
tiple instances of Tarjan’s algorithm run without overlapping stacks. To do this, a 
worker is suspended on a vertex which is located in another worker’s stack and then 
both workers’ stacks can be merged if necessary. The drawback is that this stack 
merging leads to a worst-case quadratic time complexity of O(n2) . Lowe’s experi-
ments show decent speedups on model checking graphs with trivial SCCs, but not 
for graphs with large SCCs. In [49], Renault et al. present a novel algorithm with-
out sacrificing the linear time complexity, O(n + m) , and the on-the-fly property. 
Multiple instances of Tarjan’s algorithm run and communicate completely explored 
SCCs via a shared union-find structure. Bolomen et al. [7, 8] proposed an improved 
UFSCC algorithm which communicates partially found SCCs by using a modified 
union-find data structure. In their experiments, UFSCC shows a significant speedup 
compared to Renault’s algorithm [49] on implicit model checking inputs and syn-
thetic graphs. One notable property of these algorithms is that they can run on-the-
fly on implicit graphs.

However, above DFS-based SCC algorithms do not utilize graph trimming tech-
niques to remove trivial SCCs. A possible reason is that the traditional graph trim-
ming technique has quadratic worst-case time complexity and, more importantly, it 
is hard to run on-the-fly. The proposed parallel AC-6-based graph trimming algo-
rithm has linear running time and has the on-the-fly property, so it can be used to 
quickly trimming a high ratio of size-1 SCCs for above DFS-based SCC algorithms.

7.2  Graph trimming

Generally, the term “graph trimming” is widely used in graph algorithms to mini-
mizing the search space and the trimming rules may be different for different prob-
lems. For example, in [26],  “graph trimming" computes a smaller and smaller 
unsatisfiable core for a propositional formula; in [24], “graph trimming" is used to 
minimize the number of vertices as monitors to identify all interesting links; in [20], 
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given a graph in which each vertex has a nonnegative weight, “graph trimming" 
deletes vertices with a small total weight such that the remaining graph does not 
contain any long simple paths. Note that, in the current work, given a directed graph, 
the terminology “graph trimming” is specifically confined as each vertex has at least 
one outgoing edge.

Another related term is “graph pruning". For example, in [25], given a geographi-
cal graph, “graph pruning" can dynamically jump over some searching branches by 
some simple rules for finding the path between two nodes.

8  Implementation

All graph trimming algorithms are implemented in C++ with OpenMP as tread-
ing library. In this section, we explore the details of implementation, especially the 
parallelism.

Graph Storage All tested graphs are stored in the compressed sparse row CSR 
format [28] for efficient traversals. With this format, all edges are linear in the mem-
ory. In other words, for each vertex the edges can be traversed in sequential order. 
In the current work, our experiments focus on graphs with edges linearly stored in 
memory.

Parallelism. OpenMP (Open Multi-Processing)  [16] is an application program-
ming interface (API) that supports multi-platform shared-memory multiprocess-
ing programming in C, C++, and Fortran, on many platforms, instruction-set 
architectures and operating systems. In this paper, OpenMP (version 4.5) is used 
as the threading library to implement the parallel algorithms. The task-level paral-
lelism is implemented by using the clause “#pragma omp parallel for” 
(C++ code). Given a input graph, this implementation statically assigns the same 
number of vertices to each worker p. For data-level parallelism, however, it is criti-
cal to handle a potential workload imbalance problem. Note that real-world graphs 
can be highly irregular because of their scale-free property, e.g., a few vertices can 
have a huge number of successors while many vertices have only several succes-
sors. Therefore, statically assigning the same number of vertices to each worker 
naturally induces workload imbalance since the work of each vertex involves imme-
diate propagation. There is a better strategy. All of the vertices in the graph can 
be dynamically assigned to each worker p by the clause “#pragma omp for 
schedule(dynamic, s)”. That means each worker executes a chunk of itera-
tions with size s and then requests another chunk until no chunks remain to distrib-
ute. If one of the workers finishes processing a chunk of vertices early, it applies to 
the next chunk of vertices at once without waiting for other workers. In this way, we 
realize a relatively balanced load for each worker without difficulties. Note that the 
chunk size cannot be either much large or small; the too large chunk size may cause 
workload imbalance for multiple workers; the too small chunk size may cause much 
running time spent on scheduling.

For simplicity, our parallel trimming algorithms sacrifice some parallelism. 
That is, the most inner for-loop can run in parallel (lines 12–13 in Algorithm 1, 
lines 9–11 in Algorithm 6, and lines 9–11 in Algorithm 8); the private waiting set 
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Qp for a worker p can be balanced in Algorithm 6 and Algorithm 8) so that Qp has 
at most � vertices. As shown in Table 4, the working depth can be improved if 
we achieve full parallelism. However, the scheduler will be challenged to parallel 
inside each worker p efficiently. One solution is to maintain a frontier (subset) of 
all affected vertices, and in each step all vertices in a frontier can be processed in 
parallel [17].

In practice, our algorithms can be highly parallelized. There are two reasons. 
First, most real graphs always have millions of edges, and |Q|, Degin , and Degout 
are relatively much smaller than n + m . Secondly, multi-core machines always 
have a limited number of workers, e.g., P = 32 . Therefore, our trimming algo-
rithms can achieve a load balance among multiple workers with high probability.

Traverse Edges Since the edges are linearly stored in memory, we can optimize 
the implementation of trimming algorithms. In the procedure ZeroOutDegree 
of Algorithm 4, for vertex v only the first LIVE edge needs to be found. In this 
case, each vertex can maintain an index edge_index to record the position of vis-
ited edges. In the next round, we can “jump” over the edges that have already 
visited. By doing this, we can reduce the number of traversed edges to a certain 
degree. Similarly, we can apply this strategy to the procedure DoPost of Algo-
rithms 7 and 8; by doing this, each edge can be traversed at most once.

Cache-Friendliness For multi-core architectures, contiguous memory access-
ing is much faster than random memory accessing because of the possibility 
of pre-fetching by L1, L2, and L3 caches. Of course, accessing cache is faster 
than accessing the memory by an order of magnitude. For explicit graphs stored 
in memory, the cache can affect the running time by an order of magnitude. A 
cache-friendly program has a large portion of contiguous memory accessing that 
can fully utilize the cache to obtain speedup. In contrast, a cache-unfriendly pro-
gram has a large portion of random memory accessing that cannot efficiently uti-
lize the cache.

Since all edges are stored in contiguous memory as CSR format for a tested 
graph, we compare the cache property of three different graph trimming methods 
together as follows:

• AC-3-based Graph Trimming is cache-friendly as all edges are stored in an 
array and can be traversed sequentially with a high cache hit rate.

• AC-4-based Graph Trimming is less cache-friendly as each vertex v are traversed 
almost randomly, but v’s edges are traversed sequentially with a medium cache 
hit rate.

Table 4  The worst-case 
work, depth, time, and space 
complexities of full parallelized 
graph trimming algorithms

Trimming Worst-Case ( O)

Work Depth Space

AC-3-based �(n + m) � n
AC-4-based n + m �Degout n + m

AC-6-based n + m �Degin n
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• AC-6-based Graph Trimming is least cache-friendly as for each vertex v, both v 
and v’s edges are traversed almost randomly with low cache hit rate.

Memory Usage We compare the practical memory usage in Table 5. Assume that 
storing a vertex or an integer takes H bits. All three algorithms require 1 bit for 
the status of each vertex, in total n bits. For both AC4Trim and AC6Trim, there are 
P waiting sets Q1 …QP , in total nH bits, since each vertex can be put into Qp at 
most once. For AC4Trim, a reversed graph has to be loaded into memory, in total 
(n + m)H bits; each vertex maintains an out-degree counter degout , in total nH bits. 
For AC6Trim, each vertex has a supporting set S, in total nH bits, since each vertex 
can be put into a set S at most once. For AC3Trim and AC6Trim, each vertex main-
tains an index edge_index to “jump” over the visited edges, in total nH bits.

9  Experiments

In this section, we evaluate three different parallel algorithms for graph trimming:

• the AC-3-based trimming algorithm [29, 31] (AC3Trim for short),
• the AC-4-based trimming algorithm [41] (AC4Trim for short),
• the AC-6-based trimming algorithm (AC6Trim for short).

The experiments are performed on a server with an AMD CPU (16 cores, 32 hyper-
threads, 32 MB of last-level cache) and 96 GB main memory. The server runs the 
Ubuntu Linux (18.04) operating system. All tested algorithms are implemented in 
C++ and compiled with g++ version 7.3.0 with the -O3 option.1 OpenMP [16] ver-
sion 4.5 is used as the threading library. We perform every experiment at least 50 
times (at least 10 times for time-consuming experiments) and calculate their means 
with 95% confidence intervals.

We first give in total 15 real and synthetic benchmark graphs. Before the evalua-
tion, we discuss the workload balance. Then, over these tested graphs, we evaluate 

Table 5  Compare the memory 
usage for AC3Trim, AC4Trim 
and AC6Trim, where storing a 
vertex takes H bits

AC3-based AC4-based AC6-based

bit[n]: ∀v.status bit[n]: ∀v.status bit[n]: ∀v.status
bit[nH]:∀v.edge_index bit[nH]: ∀v.degout bit[n]: ∀v.lock

bit[nH]: Q1 …QP bit[nH]:∀v.edge_index
bit[(n + m)H ]: GT bit[nH]: ∀v.S

bit[nH]: Q1 …QP

1 All our implementations, benchmarks, and results are available at https:// github. com/ Itisb en/ graph- 
trimm ing. git.

https://github.com/Itisben/graph-trimming.git
https://github.com/Itisben/graph-trimming.git
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the number of traversed edges and then compare the real running times by varying 
the workers from 1 to 32. We also evaluate the stability and the scalability by using 
16 workers.

9.1  Graph benchmarks

We evaluate the performance of our method on a variety of model checking, real-
world, and synthetic graphs shown in Table 6.

• The cambridge.6, bakery.6 and leader-filters.7 graphs come from the model 
checking problems in the BEEM database  [47], which are implicit and can be 
generated on-the-fly. For convenience, these graphs are converted to explicit 
graphs [8] and stored in files.

• The livej, patent, and wikitalk graphs are obtained from SNAP [37];2 they rep-
resent the Live-Journal social network [3], the US patent dataset is maintained 
by the National Bureau of Economic Research [36], and Wikipedia Talk (com-
munication) network  [35], respectively. The dbpedia, baidu, and wiki-talk-en 
graphs are collected from the University of Koblenz-Landau  [34]; they repre-
sent the DBpedia network [2], the hyperlink network between the articles of the 

Table 6  The characteristics for model checking, real-world, and synthetic graphs

Here, columns denote the number of vertices n, the number of edges m, the maximum in-degree, the 
maximum out-degree, the number of peeling steps, and the percentage of trimmable vertices, respec-
tively

Name |V| |E| Degin Degout � %Trim

Cambridge.6 3.3M 9.5M 15 6 65 0.25%
Bakery.6 11.8M 40.4M 24 4 47 22.26%
Leader-filters.7 26.3M 91.7M 12 6 73 100.00%
Dbpedia 4.0M 13.8M 473.0K 1.0K 116 36.23%
Baidu 2.1M 17.8M 98.0K 2.6 9 27.97%
Livej 4.8M 69.0M 14.0K 20.3K 8 12.23%
Patent 6.0M 16.5M 779 770 5 100.00%
Wiki-talk-en 3.0M 25.0M 121.3K 488.2K 7 87.42%
Wikitalk 2.4M 5.0M 3.3K 100.0K 5 94.49%
Com-friendster 125M 1.8B 4.2K 3.6K 11.7K 100.00%
Twitter 41.4B 1.4B 770.2K 3.9M 6 10.05%
Twitter-mpi 52.6B 2.0B 3.5M 780.0K 7 17.52%
ER 1.0M 8.0M 25 24 3 0.03%
BA 1.0M 8.0M 8 5.2K 122 100%
RMAT 1.0M 8.0M 335 1.9K 7.0K 99.98%

2 https:// snap. stanf ord. edu.

https://snap.stanford.edu
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Baidu [46] encyclopedia, and the communication network of the English Wiki-
pedia [55], respectively.

• The com-friendster, twitter and twitter-mpi are three super large graphs with bil-
lions of edges obtained from the Network Repository [50];3 they represent the 
online gaming social network [54], the follower network from Twitter [9], the 
twitter follow data collected in 2009 [10], respectively.

• The ER, BA, and RMAT graphs are synthetic graphs; they are generated by the 
SNAP [37] system using the Erdös-Rényi graph model (which generates a ran-
dom graph), the Barabasi–Albert graph model (which generates a graph with 
power-law degree distribution), and the R-MAT graph model (which generates 
large-scale realistic graph similar to social networks), respectively; for these gen-
erated graphs, the average degree is fixed to 8 by choosing 1,000,000 vertices 
and 8,000,000 edges.

All these graphs are stored in the compressed sparse row (CSR) binary format [28, 
29], which is compact and memory bandwidth-friendly. Taking the super large 
graph twitter for example, the text file that includes all edges requires 30 GB while 
the CSR binary format only requires 6 GB.

Table 6 provides an overview of the 15 tested graphs. For some graphs, e.g., cam-
bridege.6 and ER, less than 1% of vertices can be trimmed. However, for most of the 
other graphs, a high ratio of vertices can be trimmed, especially for leader-filters.7, 
BA, and com-friendster, whose vertices can be trimmed altogether. More impor-
tantly, for most graphs, the trimming steps � , maximum in-degree Degin , and maxi-
mum out-degree Degout are always small. When analyzing the parallel time com-
plexity, these three values are associated with the parallel depths. The small values 
of the depths indicate that the execution can be highly parallelized [6].

9.2  Workload balance

Given a tested graph, all vertices are partitioned into multiple chunks, which can be 
dynamically assigned to workers for workload balance. One issue is how to deter-
mine the size of chunks. A large size of chunks may lead to workload imbalance, 
while a small size of chunks may lead to a high cost of scheduling. Since the trend 
is similar for all tested graphs, we select three typical graphs with a variety of Degin , 
Degout , and � for the evaluation. In Fig. 3, we test three trimming algorithms over 
three selected graphs, leader-filters.7, livej, and wiki-talk-en, that have millions of 
vertices, by using 16 workers and varying the chunk size from 1 to 220 . All three 
trimming algorithms tend to be efficient when choosing a chunk size between 210 
and 216 . Therefore, in our experiments, we fix the chunk size to 212 = 4096 for both 
workload balance and efficient scheduling.

3 http:// netwo rkrep osito ry. com.

http://networkrepository.com
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The other issue is the upper-bound size of the waiting set Qp for each worker 
p in AC4Trim and AC6Trim. Here, Qp is private to worker p, and thus the vertices 
in Qp are processed sequentially by worker p without synchronization. A large size 
of Qp may lead to workload imbalance. In Table 7, over all tested graphs we show 
the upper-bound size of Qp , denoted as |Qp| , for AC4Trim and AC6Trim by using 16 
workers. We can see that |Qp| is relatively small compared with millions of vertices. 
Further, over all tested graphs AC6Trim has |Qp| bounded by 900, while AC4Trim 
has |Qp| up to 20761. Especially, AC6Trim has much smaller values of |Qp| than 
AC4Trim for graphs like dbpedia and twitter-mpi. That means that AC6Trim on aver-
age has better workload balance than AC4Trim.

Table 7  The upper-bound size 
of Qp for AC4Trim and AC6Trim 
by using 16 workers

The best and worst cases are in bold for each column

Name AC4Trim |Qp| AC6Trim |Qp|

Cambridge.6 17 6
Bakery.6 21 52
Leader-filters.7 16 103
Dbpedia 20761 852
Baidu 439 108
Livej 274 8
Patent 95 55
Wiki-talk-en 84 5
Wikitalk 33 7
Com-friendster 646 677
Twitter 293 287
Twitter-mpi 15217 327
ER 1 1
BA 66 27
RMAT 299 411

AC3Trim AC4Trim AC6Trim

20 24 28 212 216 220
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Fig. 3  The practical running time for AC3Trim, AC4Trim and AC6Trim with 16 workers by varying the 
chunk size
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9.3  Evaluating the number of traversed edges

To evaluate the arc-consistency algorithms, the traditional approach is to count the 
total number of checked constraints. For each constraint check, a pair of values in 
the domain D(Xi) and D(Xj) is checked. Such an evaluation is reasonable because 
(1) most of the running time is spent on checking numerous constraints, (2) the time 
used for checking each constraint significantly varies for different kinds of arc-con-
sistency problems. Analogous to evaluating arc-consistency algorithms, we compare 
the total number of traversed edges of three trimming algorithms. This is especially 
meaningful for the implicit graphs since their edges are generated on-the-fly, costing 
most of the running time.

In this experiment, we exponentially increase the number of workers from 1 to 32 
and count the largest number of traversed edges per worker over graphs in Table 6. 
The plots in Fig. 4 depict the maximum number of traversed edges per worker for 
the three compared methods. The x-axis is the number of workers and the y-axis is 
the number of traversed edges. Also, we choose the total number of edges in a graph 
as a baseline (denoted as m). Note that, for the AC-4-based trimming algorithm, the 
out-degree counter of each vertex v in graph is initialized as v.degout = |v.post| . To 
calculate v.degout , there are two cases: (1) we can traverse all v’s successors one by 
one to count the total numbers of successors (denoted as AC4Trim), which means 
all v’s edges of are traversed once; (2) if v′ successors are stored successively, we 
can take the difference between the index of v’s first successor and v’s last succes-
sor without traversing the edges (denoted as AC4Trim*), which means only v is 
traversed once and all v’s edges are not traversed. Absolutely, AC4Trim traverses a 
higher number of edges than AC4Trim*.

In Fig. 4, a first look over nearly all testing graphs reveals that the number of tra-
versed edges of all three algorithms is linearly decreasing with an increasing number 
of workers, which achieves a good load balance. Over most of the testing graphs, 
AC6Trim traverses fewer edges compared with AC4Trim and AC3Trim. AC3Trim 
sometimes traverses more edges than the baseline m for some graphs with large � . 
Specifically, we make four observations:

• Over graphs with a higher value of � , e.g., cambridge.6, bakery.6, leader-filter.7, 
dbpedia, com-friendster and RMAT, AC3Trim always traverses much more edges 
than both AC4Trim and AC6Trim and even more than the baseline m. This is 
because AC3Trim has the worst work complexity O(�(n + m)) which requires � 
number of repetitions, but AC4Trim and AC6Trim have a linear work complexity 
of O(n + m).

• Over the graphs with a lower value of � , e.g., wiki-talk-en and wikitalk, AC3Trim 
traverses fewer edges than AC4Trim. This is because AC3Trim executes always 
close to the best-case time complexity, but AC4 executes always close to the 
worst-case time complexity. This is why AC3Trim is sometimes more powerful 
than AC4Trim in real-world graphs with a relatively low value of �.

• Over all graphs, AC6Trim always traverses much fewer edges than AC4Trim even 
if they have nearly the same time complexity. The reason is that AC6Trim can 
traverse only part of the edges of removed vertices, which is close to the best-
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Fig. 4  The maximum number of traversed edges per worker for AC3Trim, AC4Trim, AC4Trim* and 
AC6Trim by varying the number of workers. The number of edges m in a graph is chosen as a baseline
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case time complexity. However, AC4Trim has to traverse all edges to initialize 
the counters ∀v ∈ V ∶ v.degout and all ingoing edges of removed vertices, which 
is close to the worst-case time complexities. Therefore, AC6Trim certainly trav-
erses fewer edges than AC4Trim.

• Over all graphs, for all three methods, the number of traversed edges is well 
bounded without obvious variation even these three methods are non-determinis-
tic. That is, for the number of traversed edges, the effect of non-determinism can 
be omitted.

In Table 8, columns 2–4 compare the ratio of the maximum number of traversed 
edges per worker between using a single worker and using 16 workers for AC3Trim, 
AC4Trim and AC6Trim, respectively. We can see that for AC3Trim, the ratio is at 
least 5.9 as AC3Trim is easy to be parallelized without using locks or atomic primi-
tives. We also can see that for AC3Trim the ratio is larger than 16 in some graphs, 
e.g., com-friendster and ER. The reason is that parallel AC3Trim is non-determinis-
tic; that is, different trimming orders lead to different numbers of traversed edges; 
if numerous vertices are early determined as DEAD, the time complexity is close to 
the best case. For AC4Trim and AC6Trim, the ratio is relatively low in some graphs 
with large � , e.g., RMAT and com-friendster, as large � always leads to high working 
depths.

In columns 5 and 6 of Table 8, we fix using 16 workers and compare the ratio of 
traversed edge numbers between AC3Trim and AC6Trim and between AC4Trim and 
AC6Trim. We can see that AC6Trim traverses much fewer edges than AC3Trim, up 

Table 8  Compare the ratio for the maximum number of traversed edges per worker

The best and worst cases are in bold for each column

Name 1-worker vs 16-worker AC3Trim vs AC4Trim vs

AC3Trim AC4Trim AC6Trim AC6Trim AC6Trim

Cambridge.6 13.04 15.97 11.74 58.29 2.08
Bakery.6 12.90 15.61 12.58 25.44 2.22
Leader-filters.7 13.22 15.15 13.23 4.71 1.75
Dbpedia 14.13 5.94 10.26 42.43 6.69
Baidu 13.49 13.07 11.19 5.79 9.35
Livej 13.69 15.90 13.38 7.58 13.51
Patent 14.63 8.09 15.07 1.04 3.72
Wiki-talk-en 13.33 15.76 13.17 4.87 35.33
Wikitalk 10.89 15.55 11.05 4.31 36.51
Com-friendster 16.78 2.00 1.07 5.57 1.00
Twitter 14.54 15.92 14.95 5.45 33.31
Twitter-mpi 13.66 15.87 13.56 5.77 32.00
ER 20.00 16.00 12.47 1.87 6.24
BA 5.90 4.84 1.33 0.43 0.55
RMAT 10.23 2.07 1.05 10.39 1.02
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Fig. 5  The real running time for AC3Trim, AC4Trim and AC6Trim by varying the number workers

to 58 times over the graph cambridge.6; AC6Trim traverses much fewer edges then 
AC4Trim, up to 36 times over the graph wikitalk. AC3Trim traverses the fewest edges 
in some graphs, e.g., BA, as the time complexity is close to the best case.
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9.4  Evaluating the real running time

In this experiment, we exponentially increase the number of workers from 1 to 32 and 
evaluate the real running time over graphs in Table 6. The plots in Fig. 5 depict the per-
formance of the three compared methods. The x-axis is the number of workers and the 
y-axis is the execution time (millisecond). The first look over all testing graphs reveals 
that the trends for the running time are much different from the trends for the number of 
traversed edges shown in Fig. 4. This can be explained as follow:

• Although AC6Trim always traverses the fewest numbers of edges, AC6Trim is 
slower than AC4Trim in some graphs, e.g., cambridge.6, livej, pokec and ER, 
and even AC3Trim is the fastest in some graphs, e.g., BA. The main reason is that 
AC6Trim is cache-unfriendly while AC3Trim and AC4Trim are cache-friendly. That 
means AC6Trim cannot fully use caches to archive the best performance even if 
AC6Trim traverse the least number of edges. The other reason is that maintaining 
the supporting sets in AC6Trim costs much more computational time than main-
taining the out-degree counters in AC4Trim; there is no auxiliary data structure in 
AC3Trim so that no computational time is spent on this part.

• In AC4Trim, the running times have a wide variation in certain graphs, e.g., bak-
ery.6, leader-filter.7, livej. The reason is that AC4Trim is sometimes less cache-
friendly. The unexpected missing cache leads to the performance decreased. How-
ever, AC3Trim is always cache-friendly and AC6Trim is always cache-unfriendly so 
that their performance is more stable than AC3Trim.

• In AC6Trim, the running times begin to increase when using more than 4 workers in 
certain graphs, e.g., dbpedia and baidu. The reason is that the supporting set shared 
by multi-worker is synchronized by busy waiting, which leads to contention. At the 
same time, AC4Trim still has not obvious speedup as there is less contention to use 
atomic primitive updating the out-degree counters. However, AC3Trim always has a 
speedup by multiple workers and even has the best performance with 16 workers in 
some graphs, e.g.,  BA, as AC3Trim has no shared data structures and thus no con-
tention.

In columns 2–4 of Table 9 we compare the running time speedup between using one 
worker and 16 workers for AC3Trim, AC4Trim, and AC6Trim, respectively. It is clear 
that AC3Trim achieves the best speedup and AC4 achieves the worst speedup. This is 
because of the contention on shared data structures with multiple workers. In columns 
5 and 6 of Table 9 we fix using 16 workers and compare the speedups for the run-
ning time between AC6Trim and AC3Trim and between AC6Trim and AC4Trim. We can 
see that our AC6Trim is up to 24 times faster than AC3Trim over RMAT and up to 7.8 
times faster than AC4Trim over leader-filters.7. However, in some graphs, AC4Trim and 
AC3Trim have better performances than AC6Trim.
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Table 9  Compare the speedups for running times between using 1-worker and 16-worker for AC3Trim, 
AC4Trim, and AC6Trim, respectively; by fixing with 16 workers, compare the running time speedup 
between AC6Trim and AC3Trim and between AC6Trim and AC4Trim 

The best and worst cases are in bold for each column

Name 16-workers speedup vs 1-worker AC6Trim speedup vs

AC3Trim AC4Trim AC6Trim AC3Trim AC4Trim

Cambridge.6 2.42 2.72 2.37 7.15 0.13
Bakery.6 2.54 771.96 2.87 7.39 0.33
Leader-filters.7 2.04 58.42 2.32 6.27 0.71
Dbpedia 3.31 2.67 0.84 4.71 0.34
Baidu 3.34 11.38 1.14 0.58 0.33
Livej 3.07 3.11 2.36 1.00 0.30
Patent 4.71 44.02 7.11 1.03 4.65
Wiki-talk-en 3.45 54.85 3.37 1.02 2.10
Wikitalk 3.20 2.28 3.21 0.82 2.12
Com-friendster 8.09 1.13 1.28 19.62 1.00
Twitter 6.42 4.32 5.80 0.70 0.39
Twitter-mpi 5.85 5.79 2.99 0.62 0.18
ER 3.68 3.79 1.86 0.19 0.12
BA 5.32 1.94 1.92 0.18 0.36
RMAT 6.62 1.09 1.18 20.97 0.88
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Fig. 6  The stability of the traversed edge number and the running time for AC3Trim, AC4Trim and 
AC6Trim 
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9.5  Evaluating stability

One issue is the stability of the trimming algorithms when executing the same algo-
rithm multiple times. In this experiment, we compare 50 testing result over three 
chosen graphs, leader-filters.7,livej, and wiki-talk-en. In Fig. 6, the x-axis of plots is 
the index of the repeating times. The upper three plots in Fig. 6 depict the number 
of traversed edges for three trimming methods, in which the y-axis is the number of 
traversed edges. We observe that the number of traversed edges is well bounded for 
all three trimming methods. The lower three plots in Fig. 6 depict the running time 
for three trimming methods, in which the y-axis is the running time. We observe that 
AC4Trim always has a wider variation than other methods. The reason is that paral-
lel AC4Trim is non-deterministic, which means each time the order of removed ver-
tices is different; AC4Trim is not always cache-friendly as vertices are not sequen-
tially traversed; there is a high probability that the performance decreases due to the 
unexpected missing cache. Even AC3Trim and AC6Trim are also non-deterministic, 
AC3Trim is cache-friendly and AC6Trim is cache-unfriendly; cache-friendliness 
does not always lead to a wide performance variation.

9.6  Evaluating scalability

An issue is the scalability of the trimming algorithms when the size of graphs is var-
ied. In this experiment, we test the scalability of the trimming algorithms over the 
three largest graphs, i.e., com-friendster, twitter, and twitter-mpi. Using 16 workers, 
we vary the number of edges and vertices by randomly sampling at a ratio from 10% 
to 100%, respectively. By sampling the edges, we simply remove the unsampled 
edges. By sampling the vertices, we simply set the unsampled vertices to DEAD. 
As shown in Fig. 7, we can see that the smaller ratio of sampling edges or vertices 
always leads to the higher ratio of trimmable vertices, e.g., twitter and twitter-mpi; 
but for com-friendster all vertices are always trimmable with any ratio of sampling. 
Especially when sampling 10% edges or vertices, nearly 60% of vertices can be 
trimmed for twitter and twitter-mpi, and without sampling less than 20% of vertices 
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can be trimmed. This is result is reasonable as more unsampled edges or vertices 
will lead to more vertices without out-going edges and thus can be trimmed.

We show the result of sampling edges in Fig. 8, in which the x-axis of plots is the 
ratio of sampled edges. The upper three plots in Fig. 8 depict the maximum number 
of traversed edges per worker. We observe that the number of traversed edges is 
generally increasing with the ratio of the sampled edges. Not surprisingly, AC6Trim 
traverses the least number of edges, and AC3Trim traverses the highest number of 
edges. But for AC3Trim the number of traversed edges fluctuates when increasing 
the sampling ratio of edges as the number of peeling steps � may fluctuate with a 
different sampling ratios of edges. The lower three plots in Fig. 8 depict the real run-
ning time. We make three observations.

• Over com-friendster, AC6Trim has the best performance. The reason is that 
100% of vertices can be trimmed so that AC4Trim accesses all vertices almost 
randomly. In this case, AC4Trim is likely too cache-unfriendly, and the cache 
cannot provide an obvious speedup.

• Over twitter and twitter-mpi, AC4Trim has a wide variation and AC4Trim per-
forms worse than AC6Trim in most of cases. The reason is that for AC4Trim 
more trimmable vertices lead to the cache being less effective, and sometimes 
the cache can provide a speedup but sometimes not; but AC6Trim is cache-
unfriendly, and the cache cannot affect the running time.

• Over twitter and twitter-mpi, AC3Trim always has as good performance as 
AC6Trim even if AC3Trim traverse much more edges than AC6Trim. The reason 
is that AC3Trim is cache-friendly and achieves a high speedup with caching.
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Fig. 8  The scalability of AC3Trim, AC4Trim and AC6Trim by using 16 workers. The number of edges is 
varied by randomly sampling from 10 to 100%
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Analogously, we show the result of sampling vertices in Fig.  9, in which the 
x-axis of plots is the ratio of sampling vertices. There are almost the same trends 
as shown in Fig. 8. One difference is in upper three plots; that is, over twitter and 
twitter we can see AC4Trim traverse more edges than AC6Trim as the unsampled 
vertices are set to ���� and their out-degree counters are still calculated. The other 
difference is in lower three plots; that is, over twitter and twitter we can see AC6Trim 
performs much better than AC4Trim, except when vertices are 100% sampled. In 
this experiment, for implicit graphs loaded into memory, we can see that AC6Trim 
is most scalable no matter how many vertices are trimmed and how many edges or 
vertices are sampled.

10  Conclusions

In this work, we study graph trimming algorithms for removing vertices without out-
going edges. The arc-consistency algorithms, in particular AC-3, AC-4, and AC-6, 
can be applied to graph trimming, leading to the so-called AC-3-based, AC-4-based, 
and AC-6-based trimming algorithms, respectively. Based on that, we propose par-
allel AC-4-based and AC-6-based trimming algorithms that have better worst-case 
time complexities than AC-3-based. For these three trimming algorithms, we sum-
marize the trend and test results below:

• The common existing graph trimming method is actually parallel AC-3-based, 
which has worst-case time complexity. Although AC-4-based and AC-6-based 
algorithms have similar worst-case time complexities, the AC-6-based algorithm 
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Fig. 9  The scalability of AC3Trim, AC4Trim and AC6Trim by using 16 workers. The vertices are varied 
by randomly sampling at radio from 10 to 100%



15310 B. Guo, E. Sekerinski 

1 3

traverses fewer edges per worker and requires less memory usage than the AC-
4-based one.

• For implicit graphs in which edges are generated on-the-fly, the AC6-based algo-
rithm does not rely on the reversed graphs, unlike the AC4-based algorithm, and 
thus is more suitable for trimming implicit graphs.

• For explicit graphs in which all edges are linearly stored in memory, our AC-
6-based algorithm does not always outperform the other methods, but always 
traverses the least number of edges and has the best stability and scalability.

In future work, we can apply graph trimming to strongly connected components 
(SCC) decomposition as a great percentage of size-1 SCCs can be trimmed in paral-
lel. We also can apply graph trimming to cycle directions as the trimmable verti-
ces cannot be in cycles and can be trimmed in parallel. Both applications depend 
on depth-first search (DFS), which is hard to parallelize. However, our trimming 
techniques can efficiently trim graphs in parallel if there are a large portion of trim-
mable vertices in graphs. In particular, we can apply the AC-6-based algorithm 
to trim the model checking graphs in which edges are expensively calculated on-
the-fly; fewer traversed edges will likely save the running time. In addition, we can 
device the graph trimming algorithms for distribute system to address the large scale 
parallelism.
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